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library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v ggplot2 3.3.0 v purrr 0.3.3  
## v tibble 2.1.3 v stringr 1.4.0  
## v tidyr 1.0.2 v forcats 0.5.0  
## v readr 1.3.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(FNN)  
library(class)

##   
## Attaching package: 'class'

## The following objects are masked from 'package:FNN':  
##   
## knn, knn.cv

library(e1071)  
library(fastDummies)  
library(caTools)  
library(readr)  
library(reshape2)

##   
## Attaching package: 'reshape2'

## The following object is masked from 'package:tidyr':  
##   
## smiths

Problem 7.1 [25 points]

Partition the data into training (60%) and validation (40%) sets.

dataset = read.csv("C:\\Users\\kkbal\\OneDrive\\Desktop\\Neu\\data mining\\Assignment-3\\UniversalBank.csv")  
  
head(dataset)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1.0 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1.0 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 1 0 1 0 0 0  
## 2 0 1 0 0 0  
## 3 0 0 0 0 0  
## 4 0 0 0 0 0  
## 5 0 0 0 0 1  
## 6 0 0 0 1 0

set.seed(100)

# Transforming the categorical variable "Education" into dummy variables  
  
dataset <- dummy\_cols(dataset, select\_columns = 'Education', remove\_selected\_columns = TRUE)  
head(dataset)

## ID Age Experience Income ZIP.Code Family CCAvg Mortgage Personal.Loan  
## 1 1 25 1 49 91107 4 1.6 0 0  
## 2 2 45 19 34 90089 3 1.5 0 0  
## 3 3 39 15 11 94720 1 1.0 0 0  
## 4 4 35 9 100 94112 1 2.7 0 0  
## 5 5 35 8 45 91330 4 1.0 0 0  
## 6 6 37 13 29 92121 4 0.4 155 0  
## Securities.Account CD.Account Online CreditCard Education\_1 Education\_2  
## 1 1 0 0 0 1 0  
## 2 1 0 0 0 1 0  
## 3 0 0 0 0 1 0  
## 4 0 0 0 0 0 1  
## 5 0 0 0 1 0 1  
## 6 0 0 1 0 0 1  
## Education\_3  
## 1 0  
## 2 0  
## 3 0  
## 4 0  
## 5 0  
## 6 0

# Splitting the data into training(60%) and validation(40%) sets  
  
split = sample.split(dataset$Personal.Loan, SplitRatio = 0.6)  
training\_set = subset(dataset, split == TRUE)  
validation\_set = subset(dataset, split == FALSE)

Problem 1.

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# Fitting K-NN to the training\_set and predicting the test set result  
  
test\_set = data.frame(Age = as.integer(40), Experience = 10, Income = 84, Family = 2, CCAvg = 2,  
 Education\_1 = 0, Education\_2 = 1, Education\_3 = 0,   
 Mortgage = 0, 'Securities Account' = 0, 'CD Account' = 0,  
 Online = 1, CreditCard = 1)  
y\_pred = knn(train = training\_set[-c(1, 5, 9)],  
 test = test\_set,  
 cl = training\_set[,9],  
 k = 1)  
y\_pred

## [1] 0  
## Levels: 0 1

This customer did not accept the personal loan offered in the earlier campaign.

Problem 1.

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

acc <- numeric()  
for(i in 1:12) {  
y\_pred <- knn(train = training\_set[-c(1, 5, 9)],  
 test = validation\_set[-c(1, 5, 9)],  
 cl = training\_set[,9],  
 k = i)  
acc <- c(acc, mean(y\_pred == validation\_set$Personal.Loan))  
}  
  
plot(1-acc,type="l",ylab="Error Rate",  
 xlab="K",main="Error Rate for Predictions With Varying K")

![](data:image/png;base64,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)

As the error rate is lowest when k =5, it clearly balances between overfitting and ignoring the predictor information

Problem 1.

1. Show the confusion matrix for the validation data that results from using the best k.

y\_pred = knn(train = training\_set[-c(1, 5, 9)],  
 test = validation\_set[-c(1, 5, 9)],  
 cl = training\_set[,9],  
 k = 5)  
cm = table(validation\_set[, 10], y\_pred)  
confusionMatrix(cm)

## Confusion Matrix and Statistics  
##   
## y\_pred  
## 0 1  
## 0 1676 125  
## 1 186 13  
##   
## Accuracy : 0.8445   
## 95% CI : (0.8279, 0.8601)  
## No Information Rate : 0.931   
## P-Value [Acc > NIR] : 1.0000000   
##   
## Kappa : -0.0047   
##   
## Mcnemar's Test P-Value : 0.0006682   
##   
## Sensitivity : 0.90011   
## Specificity : 0.09420   
## Pos Pred Value : 0.93059   
## Neg Pred Value : 0.06533   
## Prevalence : 0.93100   
## Detection Rate : 0.83800   
## Detection Prevalence : 0.90050   
## Balanced Accuracy : 0.49716   
##   
## 'Positive' Class : 0   
##

Problem 1.

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

y\_pred = knn(train = training\_set[-c(1, 5, 9)],  
 test = test\_set,  
 cl = training\_set[,9],  
 k = 6)  
y\_pred

## [1] 0  
## Levels: 0 1

This customer did not accept the personal loan offered in the earlier campaign.

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

data <- sample(1:3, prob = c(0.5, 0.3, 0.2))  
train\_set <- dataset[data == 1, ]  
validation\_set <- dataset[data == 2, ]  
test\_set <- dataset[data == 3, ]  
  
y\_pred\_validation = knn(train = training\_set[-c(1, 5, 9)],  
 test = validation\_set[-c(1, 5, 9)],  
 cl = training\_set[,9],  
 k = 6)  
  
y\_pred\_test = knn(train = training\_set[-c(1, 5, 9)],  
 test = test\_set[-c(1, 5, 9)],  
 cl = training\_set[,9],  
 k = 6)  
  
cm\_validation = table(validation\_set[, 10], y\_pred\_validation)  
cm\_test = table(test\_set[, 10], y\_pred\_test)

confusionMatrix(cm\_validation)

## Confusion Matrix and Statistics  
##   
## y\_pred\_validation  
## 0 1  
## 0 1415 93  
## 1 149 10  
##   
## Accuracy : 0.8548   
## 95% CI : (0.837, 0.8714)  
## No Information Rate : 0.9382   
## P-Value [Acc > NIR] : 1.000000   
##   
## Kappa : 0.0015   
##   
## Mcnemar's Test P-Value : 0.000407   
##   
## Sensitivity : 0.90473   
## Specificity : 0.09709   
## Pos Pred Value : 0.93833   
## Neg Pred Value : 0.06289   
## Prevalence : 0.93821   
## Detection Rate : 0.84883   
## Detection Prevalence : 0.90462   
## Balanced Accuracy : 0.50091   
##   
## 'Positive' Class : 0   
##

confusionMatrix(cm\_test)

## Confusion Matrix and Statistics  
##   
## y\_pred\_test  
## 0 1  
## 0 1400 87  
## 1 170 9  
##   
## Accuracy : 0.8457   
## 95% CI : (0.8275, 0.8628)  
## No Information Rate : 0.9424   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : -0.0103   
##   
## Mcnemar's Test P-Value : 3.137e-07   
##   
## Sensitivity : 0.89172   
## Specificity : 0.09375   
## Pos Pred Value : 0.94149   
## Neg Pred Value : 0.05028   
## Prevalence : 0.94238   
## Detection Rate : 0.84034   
## Detection Prevalence : 0.89256   
## Balanced Accuracy : 0.49273   
##   
## 'Positive' Class : 0   
##

Problem 7.2 [25 points] Predicting Housing Median Prices. The file BostonHousing.csv contains information on over 500 census tracts in Boston, where for each tract multiple variables are recorded. The last column (CAT.MEDV) was derived from MEDV, such that it obtains the value 1 if MEDV > 30 and 0 otherwise. Consider the goal of predicting the median value (MEDV) of a tract, given the information in the first 12 column

housing<-read\_csv('C:\\Users\\kkbal\\OneDrive\\Desktop\\Neu\\data mining\\Assignment-3\\BostonHousing.csv')

## Parsed with column specification:  
## cols(  
## CRIM = col\_double(),  
## ZN = col\_double(),  
## INDUS = col\_double(),  
## CHAS = col\_double(),  
## NOX = col\_double(),  
## RM = col\_double(),  
## AGE = col\_double(),  
## DIS = col\_double(),  
## RAD = col\_double(),  
## TAX = col\_double(),  
## PTRATIO = col\_double(),  
## LSTAT = col\_double(),  
## MEDV = col\_double(),  
## `CAT. MEDV` = col\_double()  
## )

housing$`CAT. MEDV`<-as.factor(housing$`CAT. MEDV`)  
head(housing)

## # A tibble: 6 x 14  
## CRIM ZN INDUS CHAS NOX RM AGE DIS RAD TAX PTRATIO  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 0.00632 18 2.31 0 0.538 6.58 65.2 4.09 1 296 15.3  
## 2 0.0273 0 7.07 0 0.469 6.42 78.9 4.97 2 242 17.8  
## 3 0.0273 0 7.07 0 0.469 7.18 61.1 4.97 2 242 17.8  
## 4 0.0324 0 2.18 0 0.458 7.00 45.8 6.06 3 222 18.7  
## 5 0.0690 0 2.18 0 0.458 7.15 54.2 6.06 3 222 18.7  
## 6 0.0298 0 2.18 0 0.458 6.43 58.7 6.06 3 222 18.7  
## # ... with 3 more variables: LSTAT <dbl>, MEDV <dbl>, `CAT. MEDV` <fct>

Partitioning into 60 and 40.

set.seed(111)  
  
train<-sample(row.names(housing),0.6\*dim(housing)[1])  
validation<-setdiff(row.names(housing),train)  
  
train.df<-housing[train,]  
validation.df<-housing[validation,]

1. Perform a k-NN prediction with all 12 predictors (ignore the CAT.MEDV column),trying values of k from 1 to 5. Make sure to normalize the data, and choose functionknn() from package class rather than package FNN. To make sure R is using the classpackage (when both packages are loaded), use class::knn(). What is the best k? What does it mean?

normalization

train.norm.df<-train.df  
  
validation.norm.df<-validation.df  
  
new\_housing<-housing  
  
values.preprocess<-preProcess(train.df[,1:12],method=c('center','scale'))

train.norm.df[,1:12]<-predict(values.preprocess,train.df[,1:12])  
  
new\_housing<-predict(values.preprocess,housing)  
  
validation.norm.df[,1:12]<-predict(values.preprocess,validation.df[,1:12])

Using class package to predict the outcome, since class package accounts only for classifications.

accuracy<-data.frame(k=seq(1,5,1),'RMSE'=rep(0,5))  
  
for (i in 1:5){  
   
 knn<-class::knn(train.norm.df[,1:12],validation.norm.df[,1:12] ,cl=train.norm.df$MEDV,k=i)  
   
 accuracy[i,2]<-sqrt(sum((validation.norm.df$MEDV- as.numeric(levels(knn))[knn])^2)/nrow(validation.norm.df))  
   
}  
  
accuracy

## k RMSE  
## 1 1 4.474129  
## 2 2 5.719317  
## 3 3 6.351673  
## 4 4 6.244083  
## 5 5 7.233546

K=1 eventhough provides better accuracy rate but it can fit the noise. k=4 has lower Rmse and can help us to find local structures in the dataset.

We will now perform regression based knn using FNN package and interpret the results

Using different k values, Since MEDV is a continous variable we use R^2 as an accuracy metrics

### function to compute r^2  
  
rsq<-function(x,y){  
 cor(x,y)^2  
}  
  
accuracy<-data.frame(k=seq(1,5,1),'R-Square'=rep(0,5))  
  
for (i in 1:5){  
   
 knn<-FNN::knn.reg(train.norm.df[,1:12],validation.norm.df[,1:12],y=train.norm.df$MEDV,k=i)$pred  
   
 accuracy[i,2]<- rsq(validation.norm.df$MEDV,knn)  
}  
  
accuracy

## k R.Square  
## 1 1 0.7741707  
## 2 2 0.7632306  
## 3 3 0.7848677  
## 4 4 0.7867138  
## 5 5 0.7590216

For different values of k, k=4 gives better accuracy on validation set and it well help us to find local structure in our data, so we choose k=4.

1. Predict the MEDV for a tract with the following information, using the best k

tract<- data.frame(CRIM = 0.2, ZN = 0, INDUS = 7, CHAS = 0, NOX = 0.538, RM = 6, AGE = 62, DIS = 4.7, RAD = 4, TAX = 307, PTRATIO = 21, LSTAT = 10)  
  
  
tract.norm<-predict(values.preprocess,tract)  
  
tract.pred<-FNN::knn.reg(new\_housing[,1:12],tract.norm,y=new\_housing$MEDV,k=4)  
  
tract.pred

## Prediction:  
## [1] 19.3

The new predicted value is 19.3

1. If we used the above k-NN algorithm to score the training data, what would be the error of the training set?

knn.train<-FNN::knn.reg(train.norm.df[,1:12],train.norm.df[,1:12],y=train.norm.df$MEDV,k=1)$pred  
  
rsq(train.norm.df$MEDV,knn.train)

## [1] 1

The Rsquare 1 indicates that the accuracy is 100%, the error rate is 0.

1. Why is the validation data error overly optimistic compared to the error rate when applying this k-NN predictor to new data?

Solution

The validation data closely matches the data from training set because the model is derived from the original dataset. Also the validation data is a sample from data set so the error is overly optimistic.

1. If the purpose is to predict MEDV for several thousands of new tracts, what would be the disadvantage of using k-NN prediction? List the operations that the algorithm goes through in order to produce each prediction.

solution

For the large tracts of data it need a long time to calculate K-NN. The algorithm used in K-NN has to calculate the distance between the cases in the dataset and thus the operation become little timetaking. Also one more problem is when there is large sets of data then there are large number ofpredictors and the time increases for the algorithm to run as it has to find even more number if distances in the calculations it run.

Problem 8.1 [25 points]

bank\_dataset <- read\_csv("C:\\Users\\kkbal\\OneDrive\\Desktop\\Neu\\data mining\\Assignment-3\\UniversalBank.csv")

## Parsed with column specification:  
## cols(  
## ID = col\_double(),  
## Age = col\_double(),  
## Experience = col\_double(),  
## Income = col\_double(),  
## `ZIP Code` = col\_double(),  
## Family = col\_double(),  
## CCAvg = col\_double(),  
## Education = col\_double(),  
## Mortgage = col\_double(),  
## `Personal Loan` = col\_double(),  
## `Securities Account` = col\_double(),  
## `CD Account` = col\_double(),  
## Online = col\_double(),  
## CreditCard = col\_double()  
## )

head(bank\_dataset)

## # A tibble: 6 x 14  
## ID Age Experience Income `ZIP Code` Family CCAvg Education Mortgage  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## # ... with 5 more variables: `Personal Loan` <dbl>, `Securities  
## # Account` <dbl>, `CD Account` <dbl>, Online <dbl>, CreditCard <dbl>

bank\_dataset$Personal.Loan = as.factor(bank\_dataset$`Personal Loan`)  
bank\_dataset$Online = as.factor(bank\_dataset$Online)  
bank\_dataset$CreditCard = as.factor(bank\_dataset$CreditCard)  
set.seed(1)  
train.index <-  
 sample(row.names(bank\_dataset), 0.6 \* dim(bank\_dataset)[1])  
test.index <- setdiff(row.names(bank\_dataset), train.index)  
train.df <- bank\_dataset[train.index,]  
test.df <- bank\_dataset[test.index,]  
train <- bank\_dataset[train.index,]  
test = bank\_dataset[train.index, ]

1. Create a pivot table for the training data with Online as a column variable, CC as a row variable, and Loan as a secondary row variable. The values inside the table should convey the count. In R use functions melt() and cast(), or function table().

melted\_bank <-  
 melt(train,  
 id = c("CreditCard", "Personal.Loan","Online"))  
recast\_bank <- dcast(melted\_bank, CreditCard + Personal.Loan ~ Online)

## Aggregation function missing: defaulting to length

colnames(recast\_bank) <- c("CreditCard","Personal.Loan","Online.0","Online.1")  
recast\_bank[, c("CreditCard", "Personal.Loan", "Online.0","Online.1")]

## CreditCard Personal.Loan Online.0 Online.1  
## 1 0 0 9660 13428  
## 2 0 1 948 1428  
## 3 1 0 3984 5628  
## 4 1 1 360 564

1. Consider the task of classifying a customer who owns a bank credit card and is actively using online banking services. Looking at the pivot table, what is the probability that this customer will accept the loan offer? [This is the probability of loan acceptance (Loan= 1) conditional on having a bank credit card (CC = 1) and being an active user of online banking services (Online = 1)].

online\_if\_cc\_and\_personal\_loan <-  
 subset(recast\_bank, CreditCard == 1 & Personal.Loan == 1)  
sum(online\_if\_cc\_and\_personal\_loan$Online.1)/ sum(subset(recast\_bank, CreditCard == 1)$Online.1)

## [1] 0.09108527

1. Create two separate pivot tables for the training data. One will have Loan (rows) as a function of Online (columns) and the other will have Loan (rows) as a function of CC.

melted\_bank\_dataset1 <-  
 melt(train, id = c("CreditCard"), variable = "Online")

## Warning: attributes are not identical across measure variables; they will  
## be dropped

melted\_bank\_dataset2 <-  
 melt(train, id = c("Personal.Loan"), variable = "Online")

## Warning: attributes are not identical across measure variables; they will  
## be dropped

recast\_bank\_dataset1 <-  
 dcast(melted\_bank\_dataset1, CreditCard ~ Online)

## Aggregation function missing: defaulting to length

recast\_bank\_dataset2 <-  
 dcast(melted\_bank\_dataset2, Personal.Loan ~ Online)

## Aggregation function missing: defaulting to length

table\_credit\_card <-  
 recast\_bank\_dataset1[, c("CreditCard", "Online")]  
table\_personal\_loan <-  
 recast\_bank\_dataset2[, c("Personal.Loan", "Online")]

1. Compute the following quantities [P(A ∣ B) means “the probability of A given B”]:

table(train[,c("CreditCard","Personal.Loan")])

## Personal.Loan  
## CreditCard 0 1  
## 0 1924 198  
## 1 801 77

82/(82+209)

## [1] 0.2817869

table(train[,c("Online","Personal.Loan")])

## Personal.Loan  
## Online 0 1  
## 0 1137 109  
## 1 1588 166

180/(180+111)

## [1] 0.6185567

table(train[,c("Personal.Loan")])

##   
## 0 1   
## 2725 275

(291)/2709

## [1] 0.1074197

(786)/(786+1923)

## [1] 0.290144

(1612)/(1612+1097)

## [1] 0.5950535

2709/(291+2709)

## [1] 0.903

1. Use the quantities computed above to compute the naive Bayes probability P(Loan = 1 ∣ CC = 1, Online = 1).

(0.1074197 \* 0.2817869 \* 0.6185567)/((0.1074197 \* 0.2817869 \* 0.6185567)+(0.290144\*0.903\*0.5950535))

## [1] 0.107219

1. Compare this value with the one obtained from the pivot table in (b). Which is a more accurate estimate?

10.7% are very similar to the 9.9% the difference between the exact method and the naive-baise method is the exact method would need the the exact same independent variable classifications to predict, where the naive bayes method does not.

1. Which of the entries in this table are needed for computing P(Loan = 1 ∣ CC = 1, Online =1)? In R, run naive Bayes on the data. Examine the model output on training data, and find the entry that corresponds to P(Loan = 1 ∣ CC = 1, Online = 1). Compare this to the number you obtained in (e).

naive.train = train[,c("Online","Personal.Loan","CreditCard")]  
naivebayes = naiveBayes(Personal.Loan~.,data=naive.train)  
naivebayes

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 0 1   
## 0.90833333 0.09166667   
##   
## Conditional probabilities:  
## Online  
## Y 0 1  
## 0 0.4172477 0.5827523  
## 1 0.3963636 0.6036364  
##   
## CreditCard  
## Y 0 1  
## 0 0.706055 0.293945  
## 1 0.720000 0.280000

the naive bayes is the exact same output we recieved in the previous methods.

Question 8.2

Accidents <- read.csv("C:\\Users\\kkbal\\OneDrive\\Desktop\\Neu\\data mining\\Assignment-3\\accidentsFull.csv")  
Accidents$INJURY <- ifelse(Accidents$MAX\_SEV\_IR>0, "yes", "no")

1. Using the information in this dataset, if an accident has just been reported and no further information is available, what should the prediction be? (INJURY = Yes or No?) Why?

Prob <- table(Accidents$INJURY)  
Final = scales::percent(Prob["yes"]/(Prob["yes"]+Prob["no"]),0.01)  
Final

## yes   
## "50.88%"

Since probability of Injury is higher~51% therefore we should predict injury in case of an accident

1. Select the first 12 records in the dataset and look only at the response (INJURY) and the two predictors WEATHER\_R and TRAF\_CON\_R.

for (i in c(1:dim(Accidents)[2])){  
 Accidents[,i] <- as.factor(Accidents[,i])  
}

first12 <- Accidents[1:12, c(16,19,25)]  
first12

## TRAF\_CON\_R WEATHER\_R INJURY  
## 1 0 1 yes  
## 2 0 2 no  
## 3 1 2 no  
## 4 1 1 no  
## 5 0 1 no  
## 6 0 2 yes  
## 7 0 2 no  
## 8 0 1 yes  
## 9 0 2 no  
## 10 0 2 no  
## 11 0 2 no  
## 12 2 1 no

table(first12$TRAF\_CON\_R, first12$WEATHER\_R, first12$INJURY, dnn = c("TRAF\_CON\_R","WEATHER\_R", "INJURY"))

## , , INJURY = no  
##   
## WEATHER\_R  
## TRAF\_CON\_R 1 2  
## 0 1 5  
## 1 1 1  
## 2 1 0  
##   
## , , INJURY = yes  
##   
## WEATHER\_R  
## TRAF\_CON\_R 1 2  
## 0 2 1  
## 1 0 0  
## 2 0 0

#P(Injury=yes|WEATHER\_R = 1, TRAF\_CON\_R =0):  
numerator1 <- 2/3 \* 3/12  
denominator1 <- 3/12  
prob1 <- numerator1/denominator1  
prob1

## [1] 0.6666667

#P(Injury=yes|WEATHER\_R = 1, TRAF\_CON\_R =1):  
numerator2 <- 0 \* 3/12  
denominator2 <- 1/12  
prob2 <- numerator2/denominator2  
prob2

## [1] 0

# P(Injury=yes| WEATHER\_R = 1, TRAF\_CON\_R =2):  
numerator3 <- 0 \* 3/12  
denominator3 <- 1/12  
prob3 <- numerator3/denominator3  
prob3

## [1] 0

# P(Injury=yes| WEATHER\_R = 2, TRAF\_CON\_R =0):  
numerator4 <- 1/3 \* 3/12  
denominator4 <- 6/12  
prob4 <- numerator4/denominator4  
prob4

## [1] 0.1666667

# P(Injury=yes| WEATHER\_R = 2, TRAF\_CON\_R =1):  
numerator5 <- 0 \* 3/12  
denominator5 <- 1/12  
prob5 <- numerator5/denominator5  
prob5

## [1] 0

#P(Injury=yes| WEATHER\_R = 2, TRAF\_CON\_R =2):  
numerator6 <- 0 \* 3/12  
denominator6 <- 0  
prob6 <- numerator6/denominator6  
prob6

## [1] NaN

1. When the cutoff is 0.5, from the above calculations we see that only when WEATHER\_R is 1 and TRAF\_CON\_R is 0 we will get an INJURY

first12$predicted <- ifelse(first12$TRAF\_CON\_R == 0 & first12$WEATHER\_R == 1, "yes", "no")  
first12

## TRAF\_CON\_R WEATHER\_R INJURY predicted  
## 1 0 1 yes yes  
## 2 0 2 no no  
## 3 1 2 no no  
## 4 1 1 no no  
## 5 0 1 no yes  
## 6 0 2 yes no  
## 7 0 2 no no  
## 8 0 1 yes yes  
## 9 0 2 no no  
## 10 0 2 no no  
## 11 0 2 no no  
## 12 2 1 no no

Probability <- 2/3 \* 0/3 \* 3/12  
Probability

## [1] 0

Naive\_1<- naiveBayes(INJURY ~ TRAF\_CON\_R + WEATHER\_R, first12)  
predicted\_prob <- predict(Naive\_1, newdata = first12, type = "raw")

## Warning in data.matrix(newdata): NAs introduced by coercion

## cutoff = 0.5  
predicted\_class <- c("Yes", "No", "No", "No", "Yes", "No", "No", "Yes", "No", "No", "No", "No")  
df <- data.frame(actual = first12$INJURY, predicted = predicted\_class, predicted\_prob)  
df

## actual predicted no yes  
## 1 yes Yes 0.5000000 0.5000000000  
## 2 no No 0.8000000 0.2000000000  
## 3 no No 0.9992506 0.0007494379  
## 4 no No 0.9970090 0.0029910269  
## 5 no Yes 0.5000000 0.5000000000  
## 6 yes No 0.8000000 0.2000000000  
## 7 no No 0.8000000 0.2000000000  
## 8 yes Yes 0.5000000 0.5000000000  
## 9 no No 0.8000000 0.2000000000  
## 10 no No 0.8000000 0.2000000000  
## 11 no No 0.8000000 0.2000000000  
## 12 no No 0.9940358 0.0059642147

The errors that appear when running the naive Bayes on this sample set are nothing to really worry about, they just mean that these parameter do very poorly when classified. The classification is equivalent. The ranking (= ordering) of observations are also equivalent.

1. Let us now return to the entire dataset. Partition the data into training (60%) and validation (40%).

set.seed(571)  
train.index <- sample(c(1:dim(Accidents)[1]), dim(Accidents)[1]\*0.6)   
train <- Accidents[train.index,]  
valid <- Accidents[-train.index,]

1. We can use the predictors that describe the calendar time or road conditions: HOUR\_I\_R ALIGN\_I WRK\_ZONE WKDY\_I\_R INT\_HWY LGTCON\_I\_R PROFIL\_I\_R SPD\_LIM SUR\_CON TRAF\_CON\_R TRAF\_WAY WEATHER\_R.

head(Accidents)

## ï..HOUR\_I\_R ALCHL\_I ALIGN\_I STRATUM\_R WRK\_ZONE WKDY\_I\_R INT\_HWY  
## 1 0 2 2 1 0 1 0  
## 2 1 2 1 0 0 1 1  
## 3 1 2 1 0 0 1 0  
## 4 1 2 1 1 0 0 0  
## 5 1 1 1 0 0 1 0  
## 6 1 2 1 1 0 1 0  
## LGTCON\_I\_R MANCOL\_I\_R PED\_ACC\_R RELJCT\_I\_R REL\_RWY\_R PROFIL\_I\_R SPD\_LIM  
## 1 3 0 0 1 0 1 40  
## 2 3 2 0 1 1 1 70  
## 3 3 2 0 1 1 1 35  
## 4 3 2 0 1 1 1 35  
## 5 3 2 0 0 1 1 25  
## 6 3 0 0 1 0 1 70  
## SUR\_COND TRAF\_CON\_R TRAF\_WAY VEH\_INVL WEATHER\_R INJURY\_CRASH NO\_INJ\_I  
## 1 4 0 3 1 1 1 1  
## 2 4 0 3 2 2 0 0  
## 3 4 1 2 2 2 0 0  
## 4 4 1 2 2 1 0 0  
## 5 4 0 2 3 1 0 0  
## 6 4 0 2 1 2 1 1  
## PRPTYDMG\_CRASH FATALITIES MAX\_SEV\_IR INJURY  
## 1 0 0 1 yes  
## 2 1 0 0 no  
## 3 1 0 0 no  
## 4 1 0 0 no  
## 5 1 0 0 no  
## 6 0 0 1 yes

vars <- c("INJURY", "ï..HOUR\_I\_R", "ALIGN\_I" ,"WRK\_ZONE", "WKDY\_I\_R",  
 "INT\_HWY", "LGTCON\_I\_R", "PROFIL\_I\_R", "SPD\_LIM", "SUR\_COND",  
 "TRAF\_CON\_R", "TRAF\_WAY", "WEATHER\_R")  
train\_nb <- naiveBayes(INJURY ~ ., train[,vars])  
train\_nb

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## no yes   
## 0.4919989 0.5080011   
##   
## Conditional probabilities:  
## ï..HOUR\_I\_R  
## Y 0 1  
## no 0.5663347 0.4336653  
## yes 0.5762620 0.4237380  
##   
## ALIGN\_I  
## Y 1 2  
## no 0.8719884 0.1280116  
## yes 0.8650541 0.1349459  
##   
## WRK\_ZONE  
## Y 0 1  
## no 0.97510440 0.02489560  
## yes 0.98016645 0.01983355  
##   
## WKDY\_I\_R  
## Y 0 1  
## no 0.2187600 0.7812400  
## yes 0.2415027 0.7584973  
##   
## INT\_HWY  
## Y 0 1 9  
## no 0.8500642467 0.1492932862 0.0006424671  
## yes 0.8634207047 0.1358792875 0.0007000078  
##   
## LGTCON\_I\_R  
## Y 1 2 3  
## no 0.6903309 0.1249598 0.1847093  
## yes 0.6950299 0.1151902 0.1897799  
##   
## PROFIL\_I\_R  
## Y 0 1  
## no 0.7550594 0.2449406  
## yes 0.7632418 0.2367582  
##   
## SPD\_LIM  
## Y 5 10 15 20 25  
## no 0.0001606168 0.0004818503 0.0048988114 0.0081111468 0.1082557019  
## yes 0.0001555573 0.0005444505 0.0038889321 0.0039667107 0.0914676830  
## SPD\_LIM  
## Y 30 35 40 45 50  
## no 0.0859299711 0.1926598137 0.0964503694 0.1570831995 0.0409572759  
## yes 0.0900676674 0.2156023956 0.1071789687 0.1554795053 0.0386559851  
## SPD\_LIM  
## Y 55 60 65 70 75  
## no 0.1611789271 0.0334885962 0.0656922583 0.0387086412 0.0059428204  
## yes 0.1531461461 0.0448782764 0.0607451194 0.0271447461 0.0070778564  
##   
## SUR\_COND  
## Y 1 2 3 4 9  
## no 0.775778991 0.174349502 0.017266303 0.028188243 0.004416961  
## yes 0.815664618 0.154701719 0.010111223 0.014622385 0.004900054  
##   
## TRAF\_CON\_R  
## Y 0 1 2  
## no 0.6608577 0.1877610 0.1513813  
## yes 0.6164735 0.2231469 0.1603796  
##   
## TRAF\_WAY  
## Y 1 2 3  
## no 0.57741728 0.37279152 0.04979120  
## yes 0.56646185 0.39122657 0.04231158  
##   
## WEATHER\_R  
## Y 1 2  
## no 0.8409894 0.1590106  
## yes 0.8719764 0.1280236

confusionMatrix(train$INJURY, predict(train\_nb, train[,vars]), positive = "yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction no yes  
## no 5460 6992  
## yes 4557 8300  
##   
## Accuracy : 0.5437   
## 95% CI : (0.5375, 0.5498)  
## No Information Rate : 0.6042   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.0843   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.5428   
## Specificity : 0.5451   
## Pos Pred Value : 0.6456   
## Neg Pred Value : 0.4385   
## Prevalence : 0.6042   
## Detection Rate : 0.3279   
## Detection Prevalence : 0.5080   
## Balanced Accuracy : 0.5439   
##   
## 'Positive' Class : yes   
##

error=1-.544  
percentage\_error=scales::percent(error,0.01)  
paste("Overall Error: ",percentage\_error)

## [1] "Overall Error: 45.60%"

# validation  
confusionMatrix(valid$INJURY, predict(train\_nb, valid[, vars]), positive = "yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction no yes  
## no 3627 4642  
## yes 3138 5467  
##   
## Accuracy : 0.5389   
## 95% CI : (0.5314, 0.5465)  
## No Information Rate : 0.5991   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.0742   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.5408   
## Specificity : 0.5361   
## Pos Pred Value : 0.6353   
## Neg Pred Value : 0.4386   
## Prevalence : 0.5991   
## Detection Rate : 0.3240   
## Detection Prevalence : 0.5100   
## Balanced Accuracy : 0.5385   
##   
## 'Positive' Class : yes   
##

val\_error=1-.5389  
val\_error\_perc=scales::percent(val\_error,0.01)  
paste("Overall Error: ",val\_error\_perc)

## [1] "Overall Error: 46.11%"

improvement=val\_error-error  
paste("The percent improvement is ",scales::percent(improvement,0.01))

## [1] "The percent improvement is 0.51%"

options(digits = 2)  
train\_nb

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## no yes   
## 0.49 0.51   
##   
## Conditional probabilities:  
## ï..HOUR\_I\_R  
## Y 0 1  
## no 0.57 0.43  
## yes 0.58 0.42  
##   
## ALIGN\_I  
## Y 1 2  
## no 0.87 0.13  
## yes 0.87 0.13  
##   
## WRK\_ZONE  
## Y 0 1  
## no 0.975 0.025  
## yes 0.980 0.020  
##   
## WKDY\_I\_R  
## Y 0 1  
## no 0.22 0.78  
## yes 0.24 0.76  
##   
## INT\_HWY  
## Y 0 1 9  
## no 0.85006 0.14929 0.00064  
## yes 0.86342 0.13588 0.00070  
##   
## LGTCON\_I\_R  
## Y 1 2 3  
## no 0.69 0.12 0.18  
## yes 0.70 0.12 0.19  
##   
## PROFIL\_I\_R  
## Y 0 1  
## no 0.76 0.24  
## yes 0.76 0.24  
##   
## SPD\_LIM  
## Y 5 10 15 20 25 30 35 40  
## no 0.00016 0.00048 0.00490 0.00811 0.10826 0.08593 0.19266 0.09645  
## yes 0.00016 0.00054 0.00389 0.00397 0.09147 0.09007 0.21560 0.10718  
## SPD\_LIM  
## Y 45 50 55 60 65 70 75  
## no 0.15708 0.04096 0.16118 0.03349 0.06569 0.03871 0.00594  
## yes 0.15548 0.03866 0.15315 0.04488 0.06075 0.02714 0.00708  
##   
## SUR\_COND  
## Y 1 2 3 4 9  
## no 0.7758 0.1743 0.0173 0.0282 0.0044  
## yes 0.8157 0.1547 0.0101 0.0146 0.0049  
##   
## TRAF\_CON\_R  
## Y 0 1 2  
## no 0.66 0.19 0.15  
## yes 0.62 0.22 0.16  
##   
## TRAF\_WAY  
## Y 1 2 3  
## no 0.577 0.373 0.050  
## yes 0.566 0.391 0.042  
##   
## WEATHER\_R  
## Y 1 2  
## no 0.84 0.16  
## yes 0.87 0.13

We do not actually get a probability of zero for no injury in accidents under the speed limit of 5 as there is a single accident out of all the records, it makes sense that the probability is quite close to 0.